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Abstract

Signature based anti-virus technologies are
widely used to fight computer viruses. It is diffi-
cult to evaluate such systems because they work
in the wild and few companies would be willing
to turn them off to be part of a control group!
This paper presents a new model of these tech-
nologies that can be used to predict and evaluate
their effectiveness.

The paper will demonstrate how the model can
be used to understand the overall system dynam-
ics, calculate expected costs of outbreaks, give
insight into the relative importance of parts of the
system and suggest ways to improve the technol-
ogy. It is also used to evaluate new approaches
to fighting viruses.

1 Introduction

Computer security is an arms race between defenders
and attackers. One area where this is particularly ob-
vious is computer viruses1. Over the years computer
viruses have changed and the predominant anti-virus
technology (signature-based scanners) has adapted too
(Grimes, 2001). It is a matter of debate (see Schmehl
(2002b,a); Leyden (2002)) whether these technologies
will continue to be able to adapt in the face of fast
spreading viruses e.g. Nimda (CERT, 2001b), or more
apocalyptic theoretical viruses (Staniford et al., 2002).

Unfortunately it is difficult to evaluate anti-virus sys-
tems, since they work in the wild and few companies
would be willing to turn off their anti-virus software
to be part of a control group! The alternative is mod-
elling. This paper presents a new model of virus spread

1While there are rigorous definitions of virus, worm, trojan etc., in
this paper the word virus is used to mean any malicious mobile code

and cleanup that gives insights into the performance of
present day anti-virus defences. The model provides a
system view to test otherwise ad hoc intuitions, is used
to expose weaknesses and dependencies between param-
eters and is used to evaluate new ideas. The model thus
allows practical ideas to be tested as well as exposing
where new technologies might be needed.

Models in general are best when validated against real
data. Since in this case that would probably require re-
leasing many test viruses into the wild and measuring
prevalence and cleanup rates, strict validation is a non-
starter. Calibrating the models using data from existing
outbreaks would be weaker than validation but still use-
ful. Unfortunately such data is rare and is often com-
mercially sensitive. If more organisations collected and
released suitably anonomised data on outbreaks it would
greatly help in efforts to model and predict overall sys-
tem properties.

The model described in this paper is in the style of an
epidemiological model (Murray, 1993) used for many
years to study the spread of biological disease. In re-
cent years there had been a growing body of interest
in using these models to gain insights into computer
viruses. Kephart and White (1991) and Kephart et al.
(1993) looked at the effect of network topology on the
speed of virus propagation. Pastor-Satorras and Vespig-
nani (2001) looked at virus spread on different net-
work topologies, particularly scale free networks that
are thought to model well some computer networks,
e.g. email (Ebel et al., 2002), router topology (Faloutsos
et al., 1999). Some computer scientists have also used
these techniques to model the spread of viruses such as
Code Red (Zou et al., 2002), immunisation strategies
(Wang et al., 2000) and theoretical viruses (Staniford
et al., 2002).

What is missing from all these models is any detailed
model of the effect of anti-virus software on the propa-
gation of the virus. The model presented in this paper



tackles this issue head on, being an explicit model of
virus spread and traditional anti-virus technologies for
cleanup.

The rest of the paper consists of a short introduction to
epidemiological models, and a description of the model
showing how it relates to reality. The model is then
analysed in detail, providing intuition as to its opera-
tion and detailed insights into the various aspects of anti-
virus technology. The model is used to evaluate a can-
didate new technology: Virus Throttling (Williamson,
2002; Twycross and Williamson, 2003). The paper con-
cludes with some recommendations for improving anti-
virus technology.

2 The model

The model uses the techniques of epidemiological mod-
els (Murray, 1993). The idea is to abstract away the par-
ticular details of an infection and express individuals as
progressing through a set of states at different rates. For
example, in the simplest epidemiological model, indi-
viduals transition from a Susceptible state to an Infec-
tious one at a certain rate, and become Susceptible again
at a different rate. This models systems where having
the infection and being cured does not confer immunity.
This model is called the SIS model, because individu-
als move between the S (Susceptible) and I (Infectious
states). While there are more complex epidemiological
models, none of them capture all the aspects of computer
virus spread and cleanup.

The general process for a virus infection is as follows.
First the virus is released into the wild by its creator. The
virus spreads freely, infecting machines and delivering
its payload. As some point the virus is noticed and an
anti-virus company is alerted. The company then works
to isolate the virus and generate a “signature” that can be
used in scanning software to detect the presence of the
virus. This process can take some time, during which
the virus can spread unchallenged.

Once the signature has been developed, it needs to be
distributed to the many millions of client machines. This
is usually accomplished by the client machines regularly
polling a central server for anti-virus updates.

Once the client machines have the signatures, one of
two things happens. If the machine was not yet infected
by the virus, that machine is made immune to the virus
by possessing the signature (assuming that the anti-virus
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Figure 1: The PSIDR model. In the model, machines move
between four states: Susceptible (S), Infectious (I), Detected
(D) and Removed (R). Initially, the signature is not available
(the time

�
is less than the signature delay time � ), and the

virus spreads unhindered, each Infectious machine infecting
more Susceptible ones. After the signature is released (

���

� ) it is distributed at a rate � , causing Susceptible machines
to become immune or Removed, and machines with the virus
to be Detected. Those machines that are Detected no longer
spread the virus and are cleaned up at a rate � .

software is installed and working properly). If the ma-
chine was infected, then the virus can be detected and
the user can set about cleaning their machine. Most ven-
dors recommend that the computer is disconnected from
the network if a virus is detected, so preventing further
spread of the virus. Once the computer has been cleaned
and the anti-virus signatures updated it can be safely re-
connected to the network.

The virus spread and cleanup can be modelled as shown
in Figure 1. Machines are assumed to be in one of four
states: Susceptible (S) meaning vulnerable to the virus,
Infectious (I) meaning infected and actively spreading
the virus, Detected (D), a state in which the virus has
been detected and is prevented from spreading further,
and Removed (R), which corresponds either to immunity
from the virus, or from having been cleaned up after a
virus infection.

Individuals progress through these states in two consec-
utive stages (which gives the model its name: Progres-
sive Susceptible Infectious Detected Removed (PSIDR)
model). Before the signature is available, the virus can
spread among the Susceptible machines making them
Infectious. The spread is modelled with the parameter�

that indicates the number of infection attempts an in-
fectious machine will make per timestep. The number
of timesteps before the signature is released is modelled
by the parameter � .

The virus signature is distributed to the client machines,
2



modelled using the parameter � , indicating the propor-
tion of machines that will receive the virus update per
time period. The virus update is applied to machines in-
dependent of their infection state (i.e. to S and I), and
machines that are Susceptible become Removed or im-
mune, while those that are Infectious will become De-
tected. The parameter � models the process of cleaning
up the Detected machines, and making them immune or
Removed.

To simulate the model, time is divided into a number
of discrete steps, and on each timestep the population
of individuals in each state is altered according to the
different rules.

The starting condition is that one individual is Infec-
tious, and the rest are Susceptible. Before the signa-
ture ( ��� � ), the virus spreads and infects Susceptible
machines. The probability of a Susceptible machine be-
coming Infectious is

���	��

����� � �����
(1)

where
�

is the spreading rate of the virus, I is the num-
ber of infectious machines and N is the total number of
machines. This is equivalent to each Infectious machine
infecting on average

�
others per timestep.

�
thus rolls

together a number of real world factors, for example the
number of connections made per second by a scanning
worm, the sparseness of machines in IP address space,
the chance of a random machine being vulnerable to the
virus etc.. It does not model secondary effects such as re-
duced spreading due to network congestion when many
machines are infected (see Zou et al. (2002) for a model
that includes these factors).

After the virus signature is available ( ��� � ), the virus
continues to spread, the virus signature is distributed and
machines are cleaned up. i.e.

������
������ � �����
������

 !�"� ����	�#

$%��� ����� &

$%��� �

One useful aspect of this model is that it allows the costs
of an outbreak to be estimated. A real virus attack can
cause damage in many different ways: machines can be
infected and require cleanup, there may be loss or cor-
ruption of data, downtime of critical services, loss of net-

work performance and even loss of business reputation.
The challenge from a modelling perspective is to find
costs that are a good approximation to these real costs.
Two measures have been chosen for this paper: the out-
break size, and the outbreak duration. It is possible to
calculate other costs from the model, these are reported
elsewhere (Léveillé, 2002).

The outbreak size is defined as the total number of ma-
chines that become infected and have to be cleaned up.
This is directly related to the work required to clean up
after an outbreak. It is also a measure of the extent of
data loss/corruption.

The duration of the attack is defined (for the model) as
the time from the beginning of the outbreak to the time
that a large proportion of the machines are free of the
virus. This can be calculated as the time for (say) 95%
of machines to be in the Removed state. Since machines
enter this state by two routes (see Figure 1), this mea-
sure is really “time to safety”, i.e. the time when 95% of
machines are not vulnerable to the virus.

Even though this model has been explained for
signature-based anti-virus technology, it also model well
the generic process of fighting a virus: a delay while IT
staff determine what is going wrong and decide what to
do about it, a process to detect and stop further infection
from infected machines, and a cleanup process. These
processes can thus be modelled with the same model,
perhaps using slightly different parameter values.

It also provides insight into variations with the usual pro-
cess. For example, recent viruses (e.g. Bugbear (Syman-
tec, 2002)) have attempted to switch off anti-virus soft-
ware. In the model this corresponds to breaking the I


D path. Machines infected with Bugbear would then
have to be detected and stopped by some other means.
The model helps with understanding the system dynam-
ics here: if the signature can be delivered quickly, many
machines will go from S



R and the outbreak will be

small. If fast signature delivery is not possible, the out-
break will probably be larger than if Bugbear had not
switched off the software, but working on quickly de-
tecting and stopping it (I



R) will improve the situa-

tion.

3 Initial results

The model was simulated on a network of 6250 nodes,
connected so that every node can contact and infect any
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other. This is a good model for viruses that spread using
IP addresses (e.g. Nimda (CERT, 2001b). Other types
of viruses would require different types of networks, al-
though the overall results are similar (Léveillé, 2002).

To improve the accuracy of the simulation, each timestep
is split into � sub-timesteps, with the parameters

� � �
etc. being divided by � . To decide the number of sub-
timesteps required, the model was simulated in the phase
before the signature is available, and the results com-
pared to an analytical solution (possible to calculate
from Equation 1 for that phase). The value � �����

was
found to reduce noise in the simulation without greatly
impacting performance (see Léveillé (2002) for more
details).

The parameters are chosen as follows. The virus spread-
ing rate (

�
) is the average number of infections per ma-

chine per timestep. This was arbitrarily set between 0.1
and 0.8. The distribution rate of the anti-virus signature
( � ) was set to be slower than this (most anti-virus clients
poll for updates once per day), in the range 0.01–0.1.
The cleanup rate ( � ) will be slower still, since it is of-
ten a manual process. The range for � was 0.005–0.05.
The values for the signature delay ( � ) were chosen to
span the situation when all the machines in the network
become infected, i.e. 0–20.

Figure 2 shows a time series plot for the model with
a standard set of parameters and three different values
for � . At first the virus spreads slowly, since only a
small number of machines are infected and spreading,
but over time the number of machines that are infected
per timestep increases. When � � � , the response is ini-
tiated, as indicated by the vertical line in the plot. From
that point onward, the virus signature is distributed, re-
moving susceptible machines and detecting infectious
ones. The number of detected machines thus increases.
The cleanup process also starts at this point, but is slower
than the anti-virus distribution, so the number of de-
tected machines peaks and then declines as machines are
cleaned up.

The effect of the time delay � is also evident in Figure 2.
For small values of � the effect of the virus is low, while
for higher values the virus effectively saturates the net-
work, requiring that all the machines be cleaned up.

The trace for number of detected machines gives per-
haps the best comparison with existing data on virus out-
breaks e.g. CAIDA (2002). This is because incidence
rates of viruses are generated from users detecting the
virus. The model thus highlights that measures of inci-
dence are sensitive to how widely the detectors are dis-
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Figure 2: Time series traces for the model. The plots show
the time progression of the machine states for different val-
ues of signature delay � . The onset of the signature is indi-
cated by the vertical line. Before the signature is available, the
virus spreads unhindered. After it is available, the signature is
distributed making susceptible machines immune (dotted line)
and infectious machines detected (dashed line). Over time the
detected machines are cleaned up, so the dashed line decays,
and the number of immune machines (dotted line) further in-
creases. For these plots ���
	�� 
�� ����	�� 	���� ����	�� 	�� .

tributed.

4 Results

The model has various parameters ( � � � � � � � ) that inter-
act with one another in different ways. One way to eval-
uate these interactions is to simulate the model with a
variety of parameter settings and calculate the predicted
costs of the outbreak.

Figure 3 shows the effect of varying the virus spreading
4
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Figure 3: Outbreak costs as a function of delay � and virus
spreading speed � , � � 	�� 	������ � � 	�� 	�� � � . The top plot
shows the outbreak size, showing that high spreading rates and
late signatures result in large outbreaks and vice versa. Even
when the signature is available immediately there still can be
an outbreak, particularly for large � . The lower plot shows the
time for 95% machines to be immune and has a similar overall
shape. Even quite small outbreaks can take some time to be
over, because this cost includes the time for all machines to
have the virus signature and be cleaned up.

rate
�

and the anti-virus signature delay � on the over-
all costs of the outbreak. Each point on the graph is an
average of 200 runs of the model.

The top graph shows the outbreak size (number of in-
fected machines) for different values of

�
and � . The

graph is a surface, giving the cost as each parameter is
varied independently. The general trend is not surpris-
ing. The lowest costs are for slow viruses and prompt
signatures, and the highest for the opposite: fast viruses
and slow signatures. The costs saturate because of the
limited size of the network—all machines are becom-
ing infected. The higher costs are all for faster spread-
ing viruses, showing that the anti-viral system is weakest
against these attacks.

The graph also shows more subtle points. For fast
viruses, even if the signature is available immediately,
there is still a significant outbreak. This is caused by the
signature and the virus “racing” to find machines, with
the virus managing to infect some machines because of
its higher propagation speed. The graph also shows (par-
ticularly for slower viruses) that increased delays (larger
� ) result in increasingly larger outbreaks. This effect is
not so clear for faster viruses because the network satu-
rates. This occurs because the global spreading rate (new
infections/time period) increases as the number of infec-
tious machines increases. A small increase in the delay
results in a larger increase in the outbreak size. This
effect becomes less strong when the supply of vulnera-
ble machines is reduced (the network saturates). This is
why a prompt signature has proportionally more effect
for slower viruses than faster ones.

The lower plot in Figure 3 shows the outbreak duration
(time till 95% of machines have been cleaned up or are
immune). This shows a similar shape to the upper graph.
It is interesting that even small outbreaks take some time
to clean up. This cost measures “time to safety” for a
particular virus attack, so even if the attack is slow, the
time to distribute the signatures to all the machines can
be large.

In summary, these results show that the weakness of
the anti-virus system is fast spreading viruses. Gener-
ating virus signatures quickly can significantly reduce
costs, but for fast viruses this is not enough: the sig-
nature either needs to be be available before the virus
starts (which is difficult), or needs to be distributed
faster. Anti-viral mechanisms that work before the sig-
nature is available would help solve this problem, for
example behaviour blocking (Messmer, 2002), although
that approach appears to be plagued with practical prob-
lems (Lu, 2001). Virus throttling (Williamson, 2002;
Twycross and Williamson, 2003) would also be appro-
priate; its effectiveness is analysed in Section 5.

One of the questions that can be addressed by this model
is “What is more important, a prompt signature or a
fast signature distribution system?”. Figure 4 shows the
costs from varying the delay � and distribution rate � for
a fixed virus spreading speed.

The top graph shows the size of the outbreak as before,
showing that both factors are important. It is only with a
prompt signature (low � ) and a fast update (high � ) that
the outbreak will be small. The lower graph shows the
duration, which is quite different. The time is strongly
related to distribution speed, with the effect of the delay
being small and almost linear. Together with the previ-
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Figure 4: Outbreak costs as a function of signature delay �
and distribution rate � , � � 	�� 
 � � � � 	�� 	�� � � . Note that the
axis for � runs with its higher values toward the centre of the
plot. The top plot shows the outbreak size, showing that both a
fast signature update and prompt signature is needed to reduce
the size of the outbreak. The lower plot shows the outbreak
duration, which is most strongly dependent on � , with faster
distribution rates resulting in much shorter outbreak times.

ous graph this shows that increasing distribution speed
both reduces outbreak size and the time to clean up.

The detection and clean up process is really a race be-
tween the virus and the anti-virus signature. The signa-
ture will eventually win the race, because it both com-
bats the virus directly (I



D) as well as removing

vulnerable machines for the virus to spread to (S



R). However, during the race the virus can spread more
quickly and indeed will have a headstart due to the late
virus signature. This is why both factors are important: a
prompt signature will reduce the headstart, and fast dis-
tribution will gain ground on the virus.

This analysis may explain the success of web-based au-
tomatic virus signature updates, but suggests that in-
creasing the rate of release of signatures (i.e. not wait-
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Figure 5: Outbreak costs as a function of delay � and cleanup
rate � , � � 	�� 
 � � � � 	�� 	���� . Higher values of � are toward
the centre of the plot. The top plot shows the outbreak size,
showing that size is independent of the value of � . The lower
plot shows the duration, showing that for low values of cleanup
rate, and for large outbreaks the time is increased.

ing and bundling them together), and also increasing the
rate with which machines poll for new updates might
be helpful. If viruses continue to increase in propaga-
tion speed it might be necessary to “push” signatures to
machines to ensure that they get the signature update as
quickly as possible.

The final parameter is the cleanup rate � . The variation
of this with � is shown in Figure 5. The upper plot shows
that the size of the outbreak is independent of � , which is
expected: the cleanup process occurs after the virus has
been stopped and thus has no influence on the number of
infected machines.

The effect of � is clearer in the bottom plot, which shows
the outbreak duration. The duration is driven by two fac-
tors, the speed that vulnerable machines are made im-
mune (S



R, driven by � ) and the speed that detected

machines can be cleaned up. If the cleanup rate is low,
6



and the outbreak large (e.g. high
�

or late � ) the time
will be long, otherwise � has little effect.

A high value for cleanup speed is thus most important
for large outbreaks. Increasing � means increased ef-
ficiency of cleanup, which could be obtained using au-
tomated solutions. One technological solution address-
ing this problem is Norman and Williamson (2003), a
scanning system that breaks into systems using existing
vulnerabilities in order to administer them. This solves
the common problem where it is possible to detect vul-
nerable or infectious machines on the network (though
scanning), but it is difficult to physically locate them
for attention. This might be because the machines are
not managed with a network management system, or be-
cause the mapping from network address (e.g. IP ad-
dress) to machine location is not maintained or is dy-
namic through the use of DHCP. By using the network
address of machines to initiate cleanup, the efficiency of
cleanup is increased.

5 Applying the model: virus throttling

One of the advantages of using a model is that it is pos-
sible to evaluate the system properties of new ideas and
technologies. This section considers the system-wide ef-
fect of virus throttling (Williamson, 2002; Twycross and
Williamson, 2003).

Virus throttling is a technique to automatically contain
the damage caused by fast spreading viruses. Rather
than attempting to prevent a machine becoming infected
(the role of most anti-virus software), the throttle pre-
vents the further propagation of the virus from that in-
fected machine. This has the effect of slowing the over-
all global spread of the virus (because fewer machines
will be actively spreading it), and also to reduce load
on network infrastructure (fewer spreaders mean less
network traffic). The technology consists of a rate-
limiter that effectively stops machines acting in a viral
way (making many connections/sending many emails to
many different machines in a short space of time) with-
out affecting normal usage of the machine.

Since virus throttling only prevents further infection, its
effectiveness will be determined by how widely it is de-
ployed. Throttling can be incorporated into the model
by dividing machines into two groups, throttled and un-
throttled. If a throttled machine becomes infected, it
does not spread the virus further, and immediately en-
ters the Detected state. This is because the throttle stops
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Figure 6: Outbreak costs for virus throttling. The upper
plot shows outbreak size as a function of the % of throttled
machines in the network, and the signature delay � , � �
	�� 
���� � ��	�� 	�� ��� � �
	�� 	�� � � . Throttling always improves the
costs, but gives very low costs when 50–60% of machines are
throttled. A similar situation is seen in the lower plot, showing
variation with virus spreading rate � , ����� 	�� � �
	�� 	���� � ���
	�� 	�� � � .

the virus spreading and contacts the user when it notices
a virus attempting to spread.

Figure 6 shows the behaviour of the overall system as
a function of the percentage of machines with throttles
and the signature delay � (top plot) and virus spreading
speed

�
(lower plot). In both plots the line for % throt-

tled
� �

% shows how large the outbreak would be with
no throttling. The duration shows a similar pattern and
is not shown.

In the top plot the effect of the throttling is most strong
when more than half of the machines have throttles,
when even a late signature ( �

�����
) will result in a much

smaller outbreak. For faster signatures the outbreak is
small anyway. In the lower plot a similar shape is seen,
with throttling above 50–60% giving a large reduction in
the outbreak size, even for high spreading rates.
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These plots give confidence that throttling would be ef-
fective against a wide range of virus spreading speeds.
In addition it shows that even when only half of the ma-
chines have throttles, the effect of the throttling is strong.
One of the aims of throttling is to buy time for slower and
more definite response mechanisms such as signatures.
The use of throttling to “hold off” viral attacks means
that signatures can be safely developed later, without re-
sulting in the large outbreaks discussed in section 4.

6 Further Work

The first area for further work is calibration. The re-
sults of the model would be stronger if the values for the
parameters could be related to real units (days, weeks,
etc.). It would be relatively straightforward to match the
initial spreading part of the model to known virus be-
haviour. What would be more difficult is calibrating the
signature and distribution parameters. Information from
anti-virus companies (e.g. logs of signature update re-
quests from clients) would be most useful in this respect.

There are number of ways that the model itself could be
improved. The first way would be to look at the effect of
network topology on the overall system behaviour. The
results presented in this paper are all for completely con-
nected machines. This is a reasonable model of a Code
Red (CERT, 2001a) style virus spreading within a fire-
wall, but is not so good for e.g. an email virus, which
spreads over the graph of email addresses found on each
infected machine. Computer networks are layered sys-
tems, with different topologies at the different layers.
The topology that is important for the virus is the graph
of the addresses that it uses to spread. For email viruses,
it is the network formed by the email addresses on in-
fected machines that is important, not the underlying
mail delivery infrastructure. There has been a consider-
able amount of work on the effects of network topology
on virus outbreaks (see Pastor-Satorras and Vespignani
(2001); Newman (2002); Murray (1993)).

One interesting result from the work of Pastor-Satorras
and Vespignani (2001) is that the flow of viruses over
networks where different nodes have different connec-
tivity is strongly dependent on the nodes with highest
connectivity. In the networks which are thought to best
model email networks (Ebel et al., 2002) these highly
connected nodes are rare2. Theoretical work by Deszö
and Barabási (2002); Pastor-Satorras and Vespignani

2These networks are known as scale-free networks (Barabási and
Albert, 1999).

(2002); Wang et al. (2000) suggests that targeting im-
munisation on these highly connected nodes is consid-
erably more effective than random immunisation. Anti-
virus signature updates are random in the sense that they
do not target highly connected computers.

In practise it is difficult to determine a-priori what nodes
are the most highly connected, except by traversing the
same graph as the virus! While “good viruses” (e.g. the
cheese worm (Symantec, 2001)) are rightly frowned on
by the security community for a variety of reasons, it
might be interesting to compare the efficiency of ran-
dom anti-viral updates with viral transmission of the up-
dates. If it proved to be the case that viral transmission
was much more effective than random, it might encour-
age researchers to find ways to enable such a mechanism
safely.

A second area for further work is better models for
the signature distribution and cleanup processes. At
present these are modelled with a single parameter, so
that at each timestep, each individual has exactly the
same chance of getting a virus signature/being cleaned.
In reality this is more likely to be a distribution: some
users update frequently, others rarely. Both of these pro-
cesses could be better modelled by having each individ-
ual have a unique parameter drawn from a distribution
(e.g. a normal distribution with mean and variance to
capture behaviour and variations from it). Adding this
would only add two parameters to the model (the vari-
ances) but would allow individual differences to be mod-
elled.

7 Conclusion

This paper has presented a model of virus spread and
cleanup that extends previous work by explicitly mod-
elling the processes of fighting viruses using signature-
based anti-virus software. The model has a small set of
parameters and allows the cost of outbreaks to be evalu-
ated in a variety of different ways.

The model is a useful tool, allowing a general feel for
the overall virus/anti-virus system. Looking at the rela-
tive rates and ways that machines progress through the
model gives a good high level understanding of the sys-
tem dynamics. It also allows an understanding of the
consequences of any exceptions to the system, for ex-
ample the effect of viruses switching off anti-virus soft-
ware.
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The model can be used to evaluate weaknesses and de-
termine dependencies between parameters. In the anti-
virus system the two key parameters are the signature
delay and the signature distribution rate. The model
has confirmed intuitions that these two parameters are
dependent on one another: small outbreaks only oc-
cur when the signature is available promptly and is dis-
tributed quickly. The weakness of the whole system is
to fast spreading viruses.

Analysis of the model reveals more subtle effects. For
example that the signature should be prompt because any
increase in the delay will result in larger and larger out-
breaks. However, even if a signature is available imme-
diately there can still be an outbreak as the virus and the
signature “race” to find machines. These results suggest
that the overall anti-virus system could be improved if
signatures were delivered more quickly, perhaps by in-
creasing the rate with which clients poll central servers
for updates.

Finally the model can be used to evaluate the systems
effects of new ideas and technologies. This paper has
presented some encouraging results on the properties of
virus throttling (Williamson, 2002). Throttling, which
prevents the onward propagation of viruses, appears to
complement well signature-based approaches, particu-
larly in areas where they are weak i.e. faster viruses.

To conclude, while this model would benefit from cal-
ibration against real world data, in its present form it
has been shown to be useful in three areas: providing
a systems-level view, exposing weaknesses and depen-
dencies and evaluating new technologies. With more
data this sort of model could provide valuable insight
and prediction for the entire anti-virus industry.
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